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Overview



In which we discuss the way that 
Dustin Hoffman (of all people) 

helps us understand AI

And also, in which we are introduced 
to the Three Horsemen of the 

AI Apocalypse.

Introduction
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Not even remotely intended to be a 
comprehensive description of the 

kinds of issues we face. 

(I don’t even talk about deepfakes
and GANS, for example.)

6 problems

04

International consensus, explained

Law & Ethics

03

How we can understand 64 years of 
research and development in 

approximately 6 slides 
(not counting the digression)

What is AI, really?

02



Introduction



Machine learning



The Three Horsemen



What is AI, really?



Development of AI 



Machine learning



Self driving cars

Siri

What is AI these days?



Fields: Games



Fields: NLP/voice recognition



Fields: vision



…a digression



Law and Ethics



Section 1: Principles for responsible stewardship of trustworthy AI

… RECOMMENDS that Members and non-Members adhering to this Recommendation 
(hereafter the “Adherents”) promote and implement the following principles for responsible 

stewardship of trustworthy AI, which are relevant to all stakeholders.

International approaches to AI law & ethics



1.2. Human-centred values and fairness

a) AI actors should respect the rule of law, human rights and democratic values, throughout 
the AI system lifecycle. These include freedom, dignity and autonomy, privacy and data 
protection, non-discrimination and equality, diversity, fairness, social justice, and internationally 
recognised labour rights.

b) To this end, AI actors should implement mechanisms and safeguards, such as capacity for 
human determination, that are appropriate to the context and consistent with the state of art.



1.4. Robustness, security and safety

a) AI systems should be robust, secure and safe throughout their entire lifecycle so that, in 
conditions of normal use, foreseeable use or misuse, or other adverse conditions, they function 
appropriately and do not pose unreasonable safety risk.

b) To this end, AI actors should ensure traceability, including in relation to datasets, processes and 
decisions made during the AI system lifecycle, to enable analysis of the AI system’s outcomes and 
responses to inquiry, appropriate to the context and consistent with the state of art.

c) AI actors should, based on their roles, the context, and their ability to act, apply a systematic risk 
management approach to each phase of the AI system lifecycle on a continuous basis to address 
risks related to AI systems, including privacy, digital security, safety and bias.



1.5. Accountability

AI actors should be accountable for the proper functioning of AI systems and for the respect of the 
above principles, based on their roles, the context, and consistent with the state of art.



6 problems



The XAI problem



Facial recognition



Predpol & RAT



The trolley problem



Killer robots



Real killer robots



Conclusion



1. Don’t panic about the Singularity.

2. Expect traditional law & ethics to work fine about 53% of the time.

3. For the remaining 47% of the time, ask Australian federal and state 
governments to do something (or anything). 

What should you do?
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Explore how to promote ethical behaviour

Ethical Leadership 
in Practice
A series in creating and managing ethical 

leadership in organisations.

QUTeX Ethical



Let’s navigate the future together.

QUTeX Digital 
Capability Practice 
A community for digital thought leadership, 

life-long learning and partnership.

QUTeX Digital Capability Practice



NEXT EVENT

Save the date

Technology is changing how 
we think, work and live. 

QUTeX's Real World Futures program 
keeps track of what this means.

www.real-world-futures.qut.edu.au/

Thursday

14
May 2020

http://www.real-world-futures.qut.edu.au/
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